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Abstract- This paper presents the CORDIC II based Fast Fourier transform. CORDIC II algorithm 

which differs from conventional CORDIC in the used set of micro rotation, where CORDIC II uses 

minimum number of adders which leads to a reduced latency. This algorithm is implemented in Fast 

Fourier transform computation, the use of CORDIC II in FFT results in the elimination of multipliers, 

saves area, delay and power. 
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I. Introduction 

The most widely used operations in digital signal processing is Fast Fourier Transform. For many 

applications such as Orthogonal Frequency-Division Multiplexing (OFDM), Synthetic Aperture Radar 

(SAR) and software defined radio, FFT processor is the key component and it determines most of the 

design metrics. Efficient hardware realization of FFT with small area, low-power dissipation and real 

time computation is a significant challenge in portable devices of embedded systems. FFT processor 

consists of memory banks, butterfly calculation units, and control logic (data and twiddle factor 

accesses require for address generator). Mostly, FFT processor require only one butterfly unit to realize 

all calculations iteratively. To save the memory usage by one half, the outputs of a butterfly operation 

are stored back to the same memory location of the inputs, to avoid the data conflict,correct memory 

addressing scheme is required. 

Micro rotation is the benefit of CORDIC (COordinate Rotation DIgital Computer) algorithm 

which is calculated by simple shift-and-add operations [1]. This simple and efficient algorithm is used 

to calculate hyperbolic and trigonometric functions, typically converging with one digit or bit per 

iteration. The main principle of this algorithm is simple: It breaks down the rotation angle into sum of 

angles and carries out the rotation by a series of micro rotation. Among general rotators, numerous class 

of CORDIC algorithm are discussed in the literature. Some works combine with diverse micro rotation 

stages into a single stage [2], [3] in order to reduce the number of iterations. Micro rotation which is 

based on repeating and skipping are discussed in [4]. Some approaches in micro rotation are based on 

Taylor series approximation [5]-[7]. Reduction in instruction set is designed in CORDIC algorithm with 

minimum number of adders, they call it as CORDIC II algorithm which differs from the approaches 

used in the previous set of micro rotations, called angle set [8]. This new set provides a fast 

convergence of the rotation angle which leads to reduce latency and a smaller number of adders. The 

Fast Fourier Transform (FFT) is an efficient algorithm which is used to calculate the Discrete Fourier 

Transform (DFT) and it is a core component of OFDM transmitter and receiver. In communication 

systems, large-point of Fast Fourier Transform are required due to demand in higher data rates such as 

1024/2048 etc [9]. In previous work they implemented CORDIC based fast Fourier transform [10], their 

design is to replace the sine and cosine twiddle factors in standard FFT architecture by repeating 

CORDIC rotations which allows in reduction of read-only memory (ROM).  

In this work, the old paradigm was overcomed by implementing CORDIC II algorithm in FFT 

computation to realize the operation with reduced memory requirements. Where CORDIC II uses 
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minimum number of adders which leads to reduce latency. While implementing this advantage in FFT 

computation this lead to reduce the area, latency and power. Instead of storing actual twiddle factors in 

a ROM, dedicated memory bank are needed to store actual twiddle factor angles for butterfly operation. 

 

II. Fast Fourier Transform 
The Fast Fourier Transform (FFT) is an efficient algorithm which is used to calculate the Discrete 

Fourier Transform (DFT). The slow and complex computation of DFT is given by the equation as, 

 

𝑋(𝑘) = ∑ 𝑥(𝑛)𝑁−1
𝑛=0 𝑊𝑛

𝑘𝑛  where, k = 0,1, 2, 3,……N-1             (1)                                         

 

where x(n) is the input sequence of real and complex numbers, Wnis the complex number of twiddle 

factor and X(k) is the computation which involves the multiplications and summations of complex 

numbers.Cooley und Tukey [11] proposed FFT algorithm in 1965, in which they used repetition in the 

DFT calculation and it also leads to minimize multiplications and additions. Where time domain is 

converted into frequency domain and vice versa, primarily in signal processing, such conversion is 

obtained with the help of Fourier Transform (FT) and discrete fourier transform. Where input signals 

are sampled into time domain, so discrete fourier transform takes place in the world of digital. In 

discrete input signal, DFT is applied as an input and, frequency characteristics are obtained as an 

output.  

In mathematical form, while performing inverse DFT, which is very similar to the standard 

DFT on frequency domain, which give backs the result as time domain.ie., various frequency 

components of the input signal are given, when the signals are converted into frequency domain, which 

leads to removal of certain unwanted frequency components. These concepts are used in image or audio 

compression and filters on communication signals. Based on summation, a finite series of products of 

input signal values and trigonometric functions, Discrete Fourier Transform (DFT) is a very 

computationally intensive process for direct computation. These set of algorithms are collectively called 

as Fast Fourier Transform, which is very efficient in terms of computation. The computational 

efficiency of FFT algorithm increases, when the value of ‘N’ increases. In FFT, the N point DFT x(n) is 

splitted into even numbered and odd numbered samples, the above equation (1) can be written as, 

𝑋(𝑘) = ∑ 𝑥(2𝑚)
𝑁

2
−1

𝑚=0 𝑊𝑛
2𝑘𝑚 +  ∑ 𝑥(2𝑚 + 1)

𝑁

2
−1

𝑚=0 𝑊𝑛
𝑘(2𝑚+1) 

    (2)  

 

Let the N point DFT is splitted into n/2 point data sequences. Let f1 (m) contains even number of 

samples and f2 (m) contains odd number of samples, hence above equation becomes, 

 

𝑋(𝑘) = ∑ 𝑓1(𝑚) (
𝑁

2
−1

𝑚=0 𝑊𝑁
2)𝑘𝑚 +  ∑ 𝑓2(𝑚)

𝑁

2
−1

𝑚=0 (𝑊𝑛
2 )𝑘𝑚. 𝑊𝑁

𝑘(3) 

 

𝑋(𝑘) = ∑ 𝑓1(𝑚)
𝑁

2
−1

𝑚=0 𝑊𝑁/2
𝑘𝑚 + 𝑊𝑁

𝑘 ∑ 𝑓2(𝑚)
𝑁

2
−1

𝑚=0 𝑊𝑁/2
𝑘𝑚    (4) 

 

N/2 point DFT of f1 represents first summation and N/2 point DFT of f2 represents second summation. 

This splitting of sequence is called decimation, hence input sample is done on time domain sequence it 

is called Decimation in time (DIT).where 𝑊𝑁
𝑘 is the twiddle factor, 

𝑊𝑁
𝑘 = 𝑒−𝑗2𝜋𝑘/𝑁= cos 

2𝜋𝑘

𝑁
– j sin 

2𝜋𝑘

𝑁
. 

 

X (k) = F1 (k)+ 𝑊𝑁
𝑘 F2 (k),    k = 0, 1,…,N-1                                         (5)      

 

Since F1 (k) and F2 (k) are periodic with period N/2, then F1 (k + N/2) = F1 (k) and F2 (k + N/2) = F2 (k) 

and the factor becomes, 𝑊𝑁
𝑘+𝑁/2

=  −𝑊𝑁
𝑘 . hence above equation can be written as, 
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X (k + 
N

2
) = F1 (k)- 𝑊𝑁

𝑘 F2 (k)(6) 

 

 
Figure 2.1: Radix-2 Butterfly 

 

The fundamental or basic computation in FFT is called butterfly computation. It produces two 

complex outputs that become butterfly inputs in the next stage. From one stage to next stage, the number 

of input and output remains the same (N/2). Radix-2 or Radix-4 butterflies are called as the elementary 2-

point and 4-point FFTs, which are implemented by simple addition and subtraction operations. The 

number of points with power of 4 determines the radix-4 butterfly computation to calculate FFT. The 

number of points with power of 2 determines the radix-2 butterfly computation to calculate FFT. The 

radix-2 consists of 1 and -1 which can be easily converted to additions and subtractions. The radix-4 

additionally requires complex multiplication with j and –j, the real and imaginary parts of the operands 

are mixed, still it is possible to calculate the Radix-4 butterfly entirely by additions and subtractions. 

Radix 8 requires the actual multiplication, which makes them less attractive. If more elementary 

operations are required for radix-4 butterfly, it provides an overall reduction of operation in radix-4 FFT 

algorithm, more number of butterfly operations are required for radix-2 algorithm. The required number 

of points with power of 4, which is the best choice for the butterfly operations. 

 

 
Figure 2.2: Radix-4 butterfly 
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Butterfly unit requires multipliers, addition and subtraction unit for computation and this acquire large 

area, cost and power for large point of FFT. To reduce cost, area and power and to increase speed, an 

unavoidable demand of today is to use CORDIC algorithm in butterfly unit. 

 

III. CORDIC II – OVERVIEW 

CORDIC II algorithm which differs from ordinary CORDIC algorithm in the used set of micro rotation, 

this new group of micro rotation provides fast convergence in the rotation angle. The basic angle sets 

proposed for CORDIC II algorithm includes: friend angles, uniformly scaled redundant (USR) CORDIC, 

nano rotation. This algorithm consists of six rotation stages, which is connected in series, with the basic 

angle sets mentioned above.  

For connecting the rotation stages, it consists of several rotation stages which is connected in 

series, and it is characterized by an input [−αin, αin] and output [−αout, αout] for each rotation stages. Any 

number of rotation angles include in the rotation stages, where each input is rotated by one of these 

angles. It can be defined byN-rotator as a rotator with N different angles. If N is even, it includes N/2 

coefficients and the values of δi are defined as 

 

𝛿1 =  𝛼1 

𝛿𝑖 =
( 𝛼𝑖−𝛼𝑖−1 )

2
, i= 2, . . . ,N/2 (7)   

According to this, the angles of input and output are, 

𝛼𝑜𝑢𝑡 = max
𝑖

(𝛿𝑖)             𝑖 = 1, … . . ,
𝑁

2
   (8) 

 

𝛼𝑖𝑛 = 𝛼𝑁

2

+ 𝛿𝑁

2
+1

= 𝛼𝑁

2

+ 𝛼𝑜𝑢𝑡                                                                                (9) 

The best instance happens when all of the values of δi are equal, i.e., δi= φ, where φ is a constant, which 

minimizes the remaining angle to the next stage αout. Under these conditions, αout = φ = αin/N, and the 

rotation angles are αi= (2i−1)αin/N.   

If N is odd, it includes (N –1)/2 coefficients with their conjugates α =0◦. The values of δi are defined as 

 

𝛿𝑖 =
( 𝛼𝑖−𝛼𝑖−1 )

2
 ,   i= 2, . . . ,(N-1)/2                                                                                                    (10) 

According to this, the angles of input and output are, 

𝛼𝑜𝑢𝑡 = max
𝑖

(𝛿𝑖)             𝑖 = 1, … . . ,
(𝑁 − 1)

2
 

𝛿𝑁+1

2

= 𝛼𝑜𝑢𝑡 

𝛼𝑖𝑛 = 𝛼(𝑁−1)

2

+ 𝛿(𝑁+1)

2

= 𝛼(𝑁−1)

2

+ 𝛼𝑜𝑢𝑡                                                                              (11) 

The best instance also happens when all of the values of δi are equal, leading to αout = φ = αin/N. 

In this case, the rotation angles are αi= 2iαin/N. From this analysis, several conclusions can be obtained. 

First, when the rotation angles are selected carefully, an N-rotator reduces the input by a factor N because 

αout =φ = αin/N. This thing proves the efficiency of the CORDIC rotator, where many of the 

microrotations halve the rotation angle using a 2-rotator. Second, in order to design efficient rotators, with 

αout≈ φ = αin/N. αin must be larger than αout for each stages in order to connect in series. This guarantees 

the convergence of the rotation angle, which leads to a reduced latency and a smaller number of adders. 
 

IV. IMPLEMENTATION 
Due to higher data rates in communication systems, large-point FFTs are required such as 

1024/2048/4096 etc. In this type of implementation ROM takes most of the chip area, consumes  
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Figure 4.1 : CORDIC II based FFT 

 

more power and limits the speed. Hence poor performance of the FFT is obtainedin terms of power, 

speed, and area. Where CORDIC II algorithm leads to reduced latency and a smaller number of adders. 

While implementing this advantage in FFT computation it reduces the area, delay and power. FFT 

consists of routing unit and processing unit, where Processing unit is for computation of equations and 

routing unit is for data recirculation and management purpose. CORDIC II based FFT processor needs a 

memory bank to store twiddle factor angles for butterfly operations, instead of storing actual twiddle 

factor in ROM. In this work, processing unit is replaced by CORDIC II. The real and imaginary parts of 

X (k) is taken as the initial values for x and y in CORDIC II, where FFT is designed for 1024 points 

with radix-4 structure. 

 

V. RESULTS AND DISCUSSIONS 

The simulated output for test bench waveform of 1024 point FFT processor using CORDIC II 

algorithm in shown in figure 4, which is tested for real data inputs. First, data loading process is done, 

then after computation output data loading is done for both real and imaginary terms. 

 
Figure 5.1: FFT processor using CORDIC II 
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Figure 5 shows the RTL schematic of CORDIC II algorithm based FFT. These RTL schematic are basic 

logical representation of the circuit in terms of logic primitives which are generated when the design 

become correct in simulation and synthesis level. 

 

 

 

Figure 5.2  :RTL schematic of CORDIC II based FFT 

 

 

 

 

 

 
 

Figure 5.3: Power Utilization
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Table. 1 shows the device utilization summary of CORDIC II algorithm based FFT, which describes the 

hardware resources on an FPGA are indicated by the number of slices that FPGA has, where slice is 

just a grouping of LUTs and FFs some connective structure into the repeated unit of FPGA. 

 
Table 5.1: Device Utilization  

 
 

VI. CONCLUSION AND FUTURE SCOPE 

A new improved CORDIC II algorithm based FFT computation was designed using VHDL to 

realize the operation with reduced memory requirements. Due to demand in higher data rates in 

communication systems, large-point FFTs are required such as 1024/2048/4096 etc. Where CORDIC 

II based FFT computations effectively achieve iteration process by shift and add operations. The 

proposed design overcomes with the existing designs in terms of both speed and area. The designed 

CORDIC II based FFT can meet the speed specifications of most OFDM communication systems, 

including VDSL, 802.16, DAB and DVB. 
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